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“The Big Switch”
Nicholas Carr

http://www.nicholasgcarr.com/bigswitch/
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Edison’s Pearl Street Station
c. 1883

Steam generators, 
Long Island Railways 
c.1907

Images © Smithsonian Institution
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Economies of Scale
Consolidation on a massive scale.

Improved efficiency through centralisation of 
innovation.

Creates new possibilities.
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Is there one Cloud?
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Is there one Cloud?

Amazon

Google
Microsoft

Rackspace
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Main Cloud Providers
Amazon Web Services

Google 

Microsoft Azure

GoGrid, Rackspace.
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How Big is the Cloud?

http://www.datacenterknowledge.com/archives/2009/05/14/whos-got-the-most-web-servers/

Company Number of Servers Date

Rackspace 94122 March 2013

Facebook hundreds of thousands June 2013

Microsoft > 1 million July 2013

Google > Microsoft July 2013

Single datacentre 10000 - 50000 servers.

http://www.extremetech.com/extreme/161772-microsoft-now-has-one-million-servers-less-than-google-but-more-than-amazon-says-ballmer
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“Each day Amazon Web Services 
adds enough new capacity to 
support all of Amazon.com’s global 
infrastructure through the 
company’s first 5 years, when it 
was a $2.76B annual revenue 
enterprise." 

James Hamilton,  Amazon Web Services Team.
http://mvdirona.com/jrh/work/
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Cloud Uptake

http://www.forbes.com/sites/louiscolumbus/2013/02/19/gartner-predicts-infrastructure-services-will-accelerate-cloud-computing-growth/
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Pay for server hours, not for servers.

Elastic scaling allows adaptive supply.

Massively parallel processing for everyone 
(even GPGPU).

 Vast data storage and processing. 

A Client’s Viewpoint
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Incentives to Adopt
Switch to operating, not capital, budget.

Focus on processors, memory, power, 
network.

Lower management overheads.
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Disadvantages for Clients

Vendor lock-in.

Reliance: Reputation wins over SLAs.

Data security (hackers / governments).

Provenance issues.

Migration costs.

http://blogs.gartner.com/lydia_leong/2012/12/05/cloud-iaas-slas-can-be-meaningless/
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* as a Service

PaaS

SaaS

IaaS
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* as a Service
Business Process as a Service could be more 
significant.

• Payments, Billing. 

• Credit checking.

• Automated Telephony.

• Printing.

Continued
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Meta-Service aaS
Meta-services have arisen to broker and 
resell cloud services.
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Example Pricing
Provider VCPUs RAM Disk Per hour

Google 1 3.75GB 420GB $0.145

Google 1 Shared 0.6 GB 0 $0.021

Amazon 1 3.7GB 410GB $0.12

Amazon 1 0.6 GB 0 $0.02

http://calculator.s3.amazonaws.com/calc5.html

https://cloud.google.com/pricing/compute-engine

Assuming EU Hosting.

Monday, 26 August 13

http://calculator.s3.amazonaws.com/calc5.html
http://calculator.s3.amazonaws.com/calc5.html
https://cloud.google.com/pricing/compute-engine
https://cloud.google.com/pricing/compute-engine


A Contrarian Viewpoint

Lanier warns of the rise 
of “Siren Servers” and 
their potential to distort 
the distribution of power 
and wealth in society.
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NIST Definition
“Cloud computing is a model for enabling 
ubiquitous, convenient, on-demand network access 
to a shared pool of configurable computing 
resources (e.g., networks, servers, storage, 
applications, and services) that can be rapidly 
provisioned and released with minimal management 
effort or service provider interaction.”

Criticised for being too narrow.

http://csrc.nist.gov/publications/nistpubs/800-145/SP800-145.pdf
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Demo...

https://cloud.google.com/products/compute-engine
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2. Cloud Infrastructure
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Google’s datacentre in Council Bluffs, Iowa
http://www.google.co.uk/about/datacenters/
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The Hot Aisle
http://www.google.co.uk/about/datacenters/
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Microsoft, Dublin. 
$500 million.
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Facebook, N.C.
$606 million.
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Apple, Maiden, DC.
$1 billion.
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Servers
Tens of thousands of individual x86 servers.

Arranged in racks of anywhere between 20 
and 64 servers, subdivided into chassis.

Carry multiple network ports, may use 
multihoming.

Batteries on the rack - avoid UPS.
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Servers
Not composed of off-the-shelf 
hardware.

Large providers buy components 
(e.g. CPU, RAM) directly, e.g. from 
Intel, and use customised boards 
to omit unneeded components.

Blade and non-blade designs.

http://www.opencompute.org/wp/wp-content/uploads/2013/02/Open_Compute_Project_Intel_Server_Open_Rack_v0.3.pdf
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Network Topology

Server 
Rack

ToR

Aggregation Switch

Aggregation RouterLayer 3

Layer 2

VL2: A Scalable and Flexible Data Center Network. Greenberg et al. , SIGCOMM 2009.

VLANs

Server 
Rack

ToR

... Server 
Rack

ToR

Aggregation Switch

Server 
Rack

ToR

...

Aggregation Router

...

...
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Open Compute
Facebook have open-sourced their designs:

http://www.opencompute.org/ 
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x86 Hardware

Hypervisor

VM VM VM

Web Server Database Hadoop Applications

Infrastructure

Typical Cloud Stack

Middleware

Linux Linux Linux
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Virtualisation

x86 Hardware

Hypervisor

VM (DOM0)

Device Drivers

qemu 
(h/w emulator)

VM (DOMU)

Linux DomU

Webserver

VM (DOMU)

Linux DomU

Hadoop

Virtual BIOS Virtual BIOSLinux Dom0
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Virtualisation

x86 Hardware

Hypervisor

VM (DOM0)

Ring -1

Device Drivers

qemu 
(h/w emulator)

VM (DOMU)

Linux DomU

Webserver

VM (DOMU)

Linux DomU

Hadoop

Virtual BIOS Virtual BIOS

Ring 0

Ring 3 Ring 3

Ring 0 Ring 0

Linux Dom0
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Virtualisation
Full (hardware assisted) virtualisation - runs 
unmodified guests. 

Paravirtualisation - cooperation of host 
operating system to improve performance. 
Operations involving privileged instructions 
are replaced with calls to the hypervisor.
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Hypervisors
Hypervisor Users Model Type

Xen
Amazon, 

Rackspace Open Source Full/Para.

VMWare ESX Most Proprietary Full

Hyper-V (MS) Microsoft Proprietary Full

KVM Google Open Source Full
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Xen Hypervisor

Xen and the Art of Virtualisation. Barham et al. SOSP 2003
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Checkpointing & Snapshotting

Snapshotting - quickly backup a machine to disk.

Live migration - move VMs between machines 
for consolidation and maintenance. Very short 
downtimes.
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Software Suites
OpenStack.

Eucalyptus.
http://www.openstack.org/

http://www.eucalyptus.com/
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Linux Containers
“chroot on steroids” 

Alternative to full virtualisation.

Uses Linux kernel control groups and 
namespaces functionality to isolate processes.

Lower overhead than virtualisation.

Not entirely secure (yet), so not suited for 
multi-client cotenancy.

https://www.docker.io/
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Data Storage
Hard disks mounted with servers; data 
sharded and distributed.

Two main storage types:

1. Key-Value stores (Amazon S3)

	
 See Megastore, Spanner, NoSQL DBs.

2. File systems (Amazon EBS).
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http://www.rightscale.com/blog/enterprise-cloud-strategies/architecting-scalable-applications-cloud
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3. Opportunities for SBSE
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Cloud Word Cloud
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Cloud Word Cloud
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Cloud Word Cloud

Search - Optimisation - Adaptation
Scheduling - Control - Classification - Estimation

Clustering - Mining - Features
Efficiency - Power - Time
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Consolidation
One of the original motivations for VMs.

Cloud computing is consolidating everything.

Many problems in the Cloud are concerned 
with how to optimise this consolidation.
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Provider Objectives
Fewer servers.

Energy efficiency.

Increase bandwidth, lower latency.

Managing oversubscription.

Reliability.
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Client Objectives
Anticipate demand.

Scalable systems: refactoring, parallelisation, 
management of scaling.

Resource efficiency - lower outgoings.

Fault tolerance.

Security.

Efficient business decisions.
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SSBSE-Friendly Features of the Cloud
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A Different Kind of Software Engineering
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Accelerated Development

Deployment on a daily or weekly basis.

New deployment models:

	
 Canarying.

	
 A/B testing.

	
 Blue-green deployment.

http://martinfowler.com/bliki/BlueGreenDeployment.html
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Multiplicity Computing
Deployment models and duplication provide 
great opportunities for SBSE:

	
 Multiple oracles.

	
 Real-time feedback.

	


Multiplicity Computing: A Vision of Software Engineering for 
Next-Generation Computing Platform Applications. 

Cadar et al. FoSER 2010.
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Big SBSE Data
Possible to gather large amounts of data not 
previously available.

Usage profiles without deploying probes.
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Quantifying Costs

A Systematic Study of Automated Program Repair: 
Fixing 55 out of 105 Bugs for $8 Each. Le Goues et al. ICSE 2012.
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Snapshots
VM state can be saved with little overhead.

	
 - Recreation of bugs.

	
 - Useful for testing.

	
 - Automated bug-fixing?
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High Impact
Small improvements matter.

Gains can be rolled out across large numbers 
of systems.
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Potential SBSE Applications
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http://aws.amazon.com/amis
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Shrinking VM Size

Reduce VM Size: shorter boot, copy, 
migration times. Smaller instances.

Can we automate VM Image specialisation?

Cumulative benefits.
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Package Removal

Search package manager dependency graph 
to find potential removals.

Essentially a subset selection problem.

Objectives: image size, memory usage.
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Original VM

Snapshot

Captured Traffic/API Call Replay

S1 S2 S3 ...
Specialise 
Snapshot

Capture induced errorsSelection
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Optimise Scale Management

Reduce instance usage; improve 
responsiveness.

How do I anticipate and react to demand?
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Scale Management - MS Azure
<constraintRules>

<rule name=”Peak” enabled=”true” rank=”100”>
<actions>

<range min=”4” max=”4” target=”RoleA”/>
</actions>
<timetable startTime=”08:00:00” duration=”02:00:00”>

<daily/>
</timetable>

</rule>
</constraintRules>

Scheduled 
Scaling
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Scale Management - MS Azure
<constraintRules>

<rule name=”Peak” enabled=”true” rank=”100”>
<actions>

<range min=”4” max=”4” target=”RoleA”/>
</actions>
<timetable startTime=”08:00:00” duration=”02:00:00”>

<daily/>
</timetable>

</rule>
</constraintRules>

<rule name=”Example Scaling Rule” rank=”100”>
<when>

<greater operand=”CPU_RoleA” than=”80” />
</when>
<actions>

<scale target=”WorkerRoleA” by=”2”/>
</actions>

</rule>

Scheduled 
Scaling

Response to 
fluctuations
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Tuning Scaling

Search for scaling policies using Genetic 
Programming or Grammatical Evolution.

Objectives: reduce expenditure, improve 
responsiveness.
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Search-Based Genetic Optimization for Deployment and 
Reconfiguration of Software in the Cloud. Frey et al. ICSE 2013.
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Virtual Machine Placement

Much work done on this already, but still 
early: e.g. considering network traffic 
patterns.

Implementing Scalable, Network-Aware Virtual Machine Migration
 for Cloud Data Centers. Tso et al. IEEE Cloud 2013.
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Memory Optimisation

Managing the use of RAM, paging and 
network memory between competing 
processes.

Overdriver: handling memory overload in an oversubscribed cloud. Williams et al. VEE 2011.
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Network Specialisation

Network no longer needs to be generic: 
design for datacentre needs.

e.g. modifying TCP/IP parameters (minor), 
multipath routing (major).

Ultimately: Software Defined Networking.
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Measurement-Based TCP Parameter Tuning in Cloud Data Centres. 
Jouet and Pezaros. To appear in ICNP 2013.
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4. Challenges
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Black Box Computing
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Replicability
Noisy neighbours.

Heterogeneous hardware; hardware faults.
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Empirical Evaluation
Simulation:

	
 Cloud Simulators, CloudSim (Java), BigHouse

	
 Networks - NS3.

Testbeds:

	
 x86 testbeds.

	
 New approach at Glasgow: ‘scale model’ testbeds.
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x86 Testbeds
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Raspberry Pi Cloud
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ARM System on Chip

Raspbian Linux (Debian)

Linux Containers (LXC)

Libvirt RESTful APIs

Container Container Container

Web Server Database Hadoop Applications

Infrastructure

Raspberry Pi Cloud Software Stack

VDSM Ovirt
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Raspberry Pi Cloud
http://raspberrypicloud.wordpress.com/

The Glasgow Raspberry Pi Cloud: A Scale 
Model for Cloud Computing Infrastructures. 
Tso et al. 
International Workshop on Resource Management of Cloud Computing 2013.
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Workloads and Data
Cloud providers are notoriously secretive 
about their infrastructure and workloads.

Possibly the biggest challenge to Cloud 
empirical work.

There is some data available.
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Workloads and Data

An Approach for Characterizing Workloads in Google Cloud to Derive 
Realistic Resource Utilization Models. Moreno et al. SOSE 2013.
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Online Optimisation
Testing, debugging, fixing, improving live 
software is an obvious SBSE application.

Much more dynamic environment than 
previous SBSE applications.

Dynamic Adaptive Search Based Software Engineering. Harman et al. ESEM 2012.
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https://bitbucket.org/ntrolls/niacin
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Summary
An introduction to Cloud Computing and 
the underlying infrastructure.

Many problems in engineering the cloud can 
be expressed as optimisation problems.

There are exciting possibilities (and 
challenges!) for SBSE.
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“Testing software online is a major problem.”

	
 Jim Larus
	
 Principal Researcher, MS Research.

	
 PLDI Keynote.
	
 June 2013.
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“Testing software online is a major problem.”

	
 Jim Larus
	
 Principal Researcher, MS Research.

	
 PLDI Keynote.
	
 June 2013.

Repairing
Refactoring
Optimising
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